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We discuss Belke and Spetch's (1994) work on choice between reliable and unreliable reinforce-
ment. The studies by Belke and Spetch extend a line of basic research demonstrating that under
certain experimental conditions in a concurrent chains procedure, pigeons prefer an alternative
that produces unreliable reinforcement. The authors describe the variables that influence pref-
erence for unreliable reinforcement, including the signaling and the duration of the reinforce-
ment schedules, the context in which the signaling stimuli occur, and the effects of conditioned
reinforcement. Hypothetical applied examples that address these variables are provided, and their
influence on preference for unreliable reinforcement in humans is discussed. We conclude by
suggesting a line of applied research to examine the relationship between these variables and a
preference for unreliable reinforcement.
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Basic and applied researchers have recently
focused considerable attention on the nature of
reinforcement and its effects on behavior (see
the Journal of the Experimental Analysis of Be-
havior, Vol. 60, No. 1, and the Journal ofAp-
plied Behavior Analysis, Vol. 27, No. 4). In ap-
plied research, matching theory, response de-
privation, and reinforcer substitutability have
been studied more frequently than other theo-
retical accounts of reinforcement. By contrast,
one area that has received little attention from
applied researchers is that of conditioned rein-
forcement.

In a recent paper on the nature and appli-
cations of reinforcement, Iwata and Michael
(1994) discussed conditioned reinforcement in
terms of the delay-reduction theory (Fantino,
Preston, & Dunn, 1993). Briefly, the theory
states that a stimulus is established as a condi-
tioned reinforcer because its onset signals a re-
duction in delay to primary reinforcement rel-
ative to that signaled by another stimulus in an
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experimental situation (Fantino et al., 1993).
That is, the context in which the stimuli occur
helps to establish one of the stimuli as a more
effective conditioned reinforcer. Iwata and Mi-
chael said that context, as emphasized by the
delay-reduction theory, is important to applied
researchers because of its contributions to the
value of a stimulus as a conditioned reinforcer.
Therefore, the present paper is an effort to fur-
ther the discussion on context and conditioned
reinforcement by examining the basic work of
Belke and Spetch (1994) on choice between re-
liable and unreliable reinforcement and to relate
these findings to matters of applied significance.

Reliable reinforcement refers to a response
that always produces reinforcement (i.e., 100%
reinforcement), and unreliable reinforcement
refers to a response that produces either rein-
forcement or no reinforcement with an equal
probability (i.e., 50% reinforcement). Belke and
Spetch (1994) suggest that the effect of a stim-
ulus as a conditioned reinforcer can, under cer-
tain experimental conditions, contribute to an
organism's preference for an alternative that
produces unreliable reinforcement in a choice
situation. Their study contributed to a line of
research showing that under certain conditions
pigeons prefer unreliable reinforcement over re-
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liable reinforcement (Dunn & Spetch, 1990;
Kendall, 1974, 1985; Spetch, Belke, Barnet,
Dunn, & Pierce, 1990). Pigeons' preference for
unreliable reinforcement is paradoxical because
they prefer an alternative that produces a rela-
tively lower rate of primary reinforcement. This
research has relevance for applied work on con-
ditioned reinforcement because it may help to
identify variables that could produce preference
for unreliable reinforcement in humans. Specif-
ically, why is there a preference for problem be-
havior in a choice situation when a concurrently
available appropriate response is continuously
reinforced and, therefore, results in more relia-
ble reinforcement?
The standard procedure used to study the ef-

fects of percentage reinforcement on choice
with pigeons is the concurrent chains schedule.
In a concurrent chains procedure, a pigeon
chooses between two concurrently available
schedules of reinforcement. The time during
which the concurrent schedules are available is
called the initial link (i.e., a choice phase). The
initial links are typically signaled by stimuli
(e.g., response keys illuminated white) that are
correlated with independent and equal concur-
rent schedules of reinforcement (e.g., a concur-
rent fixed-ratio [FR] 1 FR 1 schedule). Thus, a
single response on either key during an initial
link produces a period of access to one of two
independent reinforcement schedules during a
terminal link (the outcome phase). The termi-
nal-link reinforcement schedules used in per-
centage reinforcement studies are usually fixed-
time (FT) schedules. The terminal-link sched-
ules can be correlated with distinct stimuli (e.g.,
red, green, or yellow keys). In studies with pi-
geons, the specific FT outcomes are usually ei-
ther access to food or a blackout period (i.e.,
no food). A concurrent chains schedule differs
from a concurrent schedule because completing
the initial-link schedule of a concurrent chains
schedule produces access to a terminal-link
schedule of reinforcement rather than a specific
reinforcer.
The pigeon's preference for either reliable or

unreliable reinforcement depends on the partic-
ular schedule parameters used in the concurrent
chains procedure. Two variables that influence
preference are the signaling and the duration of
the terminal links. Some researchers have stud-
ied percentage reinforcement under unsignaled
conditions; that is, terminal-link schedules of
reinforcement were not correlated with distinct
stimuli (Dunn & Spetch, 1990; Kendall, 1974,
1985; Spetch et al., 1990; Spetch & Dunn,
1987). These studies showed that pigeons prefer
the alternative that produced a higher total rate
of primary reinforcement (i.e., reliable rein-
forcement). That is, responding in the initial
link corresponded to the relative rate of primary
reinforcement obtained in the terminal link.
An applied example of a concurrent chains

schedule is a situation in which an adolescent
male comes down from his bedroom prior to
going out (compare to a pigeon in a chamber
with the lights off). The adolescent may select
one of the two concurrently available parents
by going into the kitchen to see his father or
into the family room to see his mother (illu-
mination of the two white keys on the operant
panel). This is analogous to the initial link of
the concurrent chains schedule. Upon the son's
appearance in one of the rooms, the parent says,
"I thought that you were going out." In a loud
and threatening voice or in a polite manner, the
adolescent requests use of the family car; this
produces access to a terminal-link schedule of
reinforcement. For example, in an unsignaled
condition the adolescent politely asks his father,
who always provides access to the car according
to an FT schedule (i.e., 100% reliable reinforce-
ment). The car is provided based on the passage
of time (i.e., the FT schedule) rather than any
subsequent response by the adolescent. By con-
trast, the adolescent requests the car from his
mother in a threatening manner, which results
in access only 50% of the time (i.e., 50% un-
reliable reinforcement) according to an FT
schedule. The terminal-link reinforcement
schedules are not correlated with a distinct re-
action from either the mother or father. Basic
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research (e.g., Dunn & Spetch, 1990; Kendall,
1974, 1985; Spetch et al., 1990; Spetch &
Dunn, 1987) suggests that the adolescent will
prefer the reliable reinforcement and will be
more likely to select father.

Direct support for the effects of reliable un-
signaled reinforcement with humans is difficult
to find because of a lack of applied research on
concurrent chains schedules. However, indirect
evidence may be found in applied research with
concurrent schedules of reinforcement. For ex-
ample, Mace, McCurdy, and Quigley (1990)
evaluated the effects of unequal concurrent ratio
(FR 1 variable-ratio [VR] 2) schedules of rein-
forcement (candy) for academic performance.
The authors found that the students preferred
the alternative with a richer schedule of rein-
forcement. Although these results are consistent
with the basic research findings for unsignaled
concurrent chains schedules (i.e., preference for
the higher rate of primary reinforcement), com-
parisons between the findings are cautiously
made because FT schedules were not used by
Mace et al. (1990).

Belke and Spetch (1994) and other research-
ers (Dunn & Spetch, 1990; Kendall, 1974,
1985; Spetch et al., 1990) have also studied per-
centage reinforcement under signaled condi-
tions. They used multiple correlated stimuli to
signal the terminal-link outcomes. In the typical
concurrent chains signaled procedure, a pigeon
is presented with two identical stimuli (e.g., two
white keys). Responding on the right key pro-
duces the terminal-link stimulus (i.e., a red
key), which always results in food (100% reli-
able reinforcement) according to an FT sched-
ule. Responding on the left key produces one
of two terminal-link stimuli (i.e., a green or a
yellow key), each with an equal probability (p
= .5) of occurring. Each stimulus is correlated
with a specific FT outcome. The green key is
correlated with food reinforcement 100% of the
time, and the yellow key is correlated with a
blackout period. Thus, responding on the left
key produces food only 50% of the time. Their
findings showed that pigeons prefer a response

alternative that produced a lower total rate of
primary reinforcement (i.e., unreliable rein-
forcement). Dunn and Spetch (1990), Kendall
(1974, 1985), and Spetch et al. (1990) also re-
ported that preference for the signaled unrelia-
ble alternative was strongest when the delay
(i.e., FT value) to reinforcement was longest.
Our hypothetical applied example may be

modified to include correlated signals for the
terminal-link outcomes. For example, dad (the
right key in the above example) could say, "Of
course. Let me go get the keys." Mom (the left
key in the above example) could say "I'll give
you the keys after I put my coat in the closet"
(the green key). Or she could say, "You cannot
have the car tonight because I have to use it"
(the yellow key). Perhaps counterintuitively, ba-
sic research (Belke & Spetch, 1994; Dunn &
Spetch, 1990; Kendall, 1974, 1985) suggests
that the adolescent will prefer the unreliable re-
inforcement and will be more likely to request
the car from his mother rather than his father
(although the father always provides access to
the car!). We may question this outcome for our
applied example because choosing the mother
(unreliable reinforcement) results in a lower
overall rate of reinforcement compared with the
alternative that produces reliable reinforcement.
Next, we wish to speculate about some variables
that may influence an adolescent to respond in
this manner.

Several studies have shown that preference
for unreliable reinforcement may be influenced
by the duration of the terminal link, that is, the
length of time the pigeon or the adolescent has
to wait for a specific reinforcer following an ini-
tial-link response. Basic research has provided
preliminary evidence that increasing FT termi-
nal-link durations results in an increase in the
existing preference for the unreliable reinforce-
ment alternative (Dunn & Spetch, 1990; Ken-
dall, 1974, 1985). However, these findings hold
only with signaled terminal-link outcomes. It
appears that the distinct terminal-link stimuli
play a role in the preference for unreliable re-
inforcement because when outcomes are unsig-
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naled, subjects prefer reliable reinforcement
(Spetch et al., 1990; Spetch & Dunn, 1987).
In the applied example, these findings suggest
that the adolescent will show a greater prefer-
ence for mom (i.e., unreliable reinforcement)
than for dad (i.e., reliable reinforcement) when
the reinforcement schedules (car or no car) are
correlated, or signaled by, specific reactions (i.e.,
terminal-link stimuli). Also, the preference for
mom will be strongest when the delay to the
car is the longest. What is it about the terminal-
link stimuli that influence selection of an alter-
native that produces unreliable reinforcement?

Belke and Spetch (1994) and others (Dunn
& Spetch, 1990; Fantino, 1969; Spetch et al.,
1990) suggest that preference for unreliable re-
inforcement in pigeons is due to the effects of
conditioned reinforcement. The authors pro-
pose that the terminal-link stimulus correlated
with food (S+) in the unreliable alternative
(50% reinforcement, mom) is established as a
conditioned reinforcer because it occurs in the
context of a terminal-link stimulus correlated
with no food (S-). The S+ terminal link sig-
nals a reduction in delay to reinforcement fol-
lowing a response on the initial-link stimulus
correlated with unreliable reinforcement. By
contrast, the S+ terminal link correlated with
reliable reinforcement always occurs following a
response for that alternative during the initial
link. The stimulus correlated with reliable re-
inforcement provides little information regard-
ing a reduction in the delay to reinforcement.
Therefore, the terminal-link stimulus correlated
with reinforcement (on the unreliable alterna-
tive) is established as a relatively stronger con-
ditioned reinforcer due to the context in which
it occurs. This may override the lesser percent-
age reinforcement of the unreliable alternative.
To further evaluate the effects of context on

conditioned reinforcement, Belke and Spetch
(1994) modified the concurrent chains proce-
dure used in previous studies. Their procedural
variation prevented a pigeon from switching to
the reliable reinforcement alternative (100% re-
inforcement, dad) in the choice phase following

a no-food outcome on the unreliable reinforce-
ment alternative (50% reinforcement, mom).
That is, after a no-food outcome on the 50%
alternative, only the initial-link stimulus for the
50% alternative (i.e., mom) was available in the
initial link (i.e., a forced choice). A choice be-
tween the two alternatives was available only
after reinforcement on the unreliable alterna-
tive. In our applied example, this is analogous
to dad being unavailable as a choice (in the
choice phase) until after a night when mom
provides the car to the adolescent. Results
showed that the pigeons preferred unreliable re-
inforcement. The authors suggested that the
forced-choice procedure enhanced the condi-
tioned reinforcement effects of the S+ termi-
nal-link stimulus (for unreliable reinforcement)
and strengthened the pigeons' preference for
unreliable reinforcement because the S+ ter-
minal-link stimulus occurred in a greater con-
text of no-food outcomes on the unreliable al-
ternative (i.e., mom sometimes provides access
to the car). Given the basic research findings on
context and conditioned reinforcement, we
present two questions regarding our applied ex-
ample. First, will mom's distinct reaction (i.e.,
reaction correlated with reinforcement) func-
tion as a relatively stronger conditioned rein-
forcer due to the context in which it occurs?
Second, if so, will its conditioned reinforcing
properties outweigh the greater relative rate of
reinforcement available with the reliable rein-
forcement option and result in preference for
unreliable reinforcement?
The effects of context and conditioned rein-

forcement on preference have not been as ex-
tensively investigated in applied studies as they
have in basic research (Iwata & Michael, 1994;
Redmon & Farris, 1987). Thus, it is not sur-
prising that we lack applied empirical support
for a prediction that mom's reaction (when she
provides access to the car) will function as a
conditioned reinforcer. Or, if the reaction from
mom does function as a conditioned reinforcer,
what is the mechanism responsible for its effect?
Iwata and Michael stated that the effects of con-
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ditioned reinforcement in a concurrent chains
procedure are due to a change in stimulus con-
ditions (i.e., white key to red, green, or yellow
key). Therefore, the effectiveness of conditioned
reinforcement will depend on the pre- and post-
change conditions. In our applied example,
when the adolescent chooses mother there is a
degree of uncertainty regarding the specific out-
come (i.e., car or no car). The reaction from
mom correlated with no car (S-) shows that
reinforcement is not forthcoming. Thus, there
is no improvement from pre- to postchange
conditions. The reaction from mom correlated
with access to the car suggests that reinforce-
ment is forthcoming, which is an improvement
from pre- to postchange conditions. Based on
this interpretation, its appears to be reasonable
that the reaction from mom correlated with ac-
cess to the car can function as a stronger con-
ditioned reinforcer. However, can its effects re-
sult in the adolescent's preference for unreliable
(mom) over reliable (dad) reinforcement?
To our knowledge, applied researchers have

not experimentally examined human choice re-
sponding on concurrent chains schedules.
Therefore, we lack direct evidence to answer
our question regarding the adolescent's prefer-
ence for unreliable reinforcement. However, we
may turn to research on observing responses to
answer our question indirectly. In basic re-
search, an observing response occurs in the
presence of a stimulus that produces access to
a stimulus correlated with reinforcement or
nonreinforcement. For example, using a multi-
ple-schedule procedure, a pigeon is trained to
respond in the presence of two successive stim-
uli. Each stimulus is correlated with a simple
reinforcement schedule. After differentiated re-
sponding is obtained, the stimuli (correlated
with the reinforcement schedules) are removed
and are produced contingent on an observing
response. Thus, we may consider the observing
response as analogous to the choice phase (i.e.,
initial link) in the concurrent chains procedure
because it produces access to stimuli correlated
with a specific reinforcement schedule (rather

than a specific outcome). The observing re-
sponse is established as a conditioned reinforcer
because of its pairing with a stimulus predictive
of reinforcement. The observing response oc-
curs more frequently when followed by a stim-
ulus predictive of reinforcement compared with
a stimulus correlated with extinction (Case &
Fantino, 1981).

Findings from research on observing re-
sponses in humans showed that it is maintained
by conditioned reinforcement (Case, Ploog, &
Fantino, 1990; Mulvaney, Hughes, Jwaideh, &
Dinsmoor, 1981). Case et al. (1990) studied the
effects of conditioned reinforcement on college
students' observing responses during a comput-
er game. Observing responses were commands
that produced stimuli that were either correlat-
ed with reinforcement (i.e., S +, information re-
garding an impending attack by invaders) or ex-
tinction (i.e., S-, uncertain information re-
garding an impending attack by invaders). In
each condition of the experiment, the subjects
preferred the stimulus correlated with reinforce-
ment. In a similar study, Mulvaney et al. (1981)
trained subjects to key press in the presence of
a red light (S+) and to withhold pressing in the
presence of a blue light (S -). After training was
completed, the red and blue lights were turned
off and a press on a white key (i.e., an observing
response) was required to activate the key color
and reinforcement schedule in effect. Subjects
produced the observing response more fre-
quently when it was followed by the red light
than by the blue light. These findings appear to
be consistent with the basic findings reported
previously on the effects of conditioned rein-
forcement and tend to support the adolescent
in our applied example favoring mom over dad.
In the above examples, the stimuli correlated
with reinforcement may have been established
as a conditioned reinforcer because they oc-
curred in the context of a stimulus correlated
with extinction in the multiple-schedule ar-
rangements.
The extensions of Belke and Spetch's (1994)

findings to our applied example suggests a line
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of applied research on the effects of context and
conditioned reinforcement on human choice.
The goal of this paper is not to provide mere
speculation but to encourage applied researchers
to pursue experiments that test the generality of
the basic findings on context and conditioned
reinforcement. The hypothetical examples given
and the implications drawn suggest several pos-
sible lines of study. First, are the basic findings
regarding preference for unreliable reinforce-
ment in a choice situation applicable to humans
in applied situations? Second, if the basic find-
ings hold in applied situations, do the applied
terminal-link stimuli (e.g., the distinct parental
responses) play a similar role as their basic
counterparts? Third, what mechanism accounts
for the influence of conditioned reinforcement
(i.e., applied terminal-link stimuli) in a prefer-
ence for unreliable reinforcement? We hope that
this paper encourages productive investigations
regarding the role of context and conditioned
reinforcement and their paradoxical effects on
preference for unreliable reinforcement.
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